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Abstract

Silent speech interfaces allow speech communication to take
place in the absence of the acoustic speech signal. Radar-based
sensing with radio antennas on the speakers’ face can be used
as a non-invasive modality to measure speech articulation in
such applications. One of the major challenges with this ap-
proach is the variability between different sessions, mainly due
to the repositioning of the antennas on the face of the speaker.
In order to reduce the impact of this influencing factor, we de-
veloped a wearable headset that can be 3D-printed with flex-
ible materials and weighs only about 69 g. For evaluation, a
radar-based word recognition experiment was performed, where
five speakers recorded a speech corpus in multiple sessions,
alternatively with the headset and with double-sided tape to
place the antennas on the face. By using a bidirectional long
short-term memory network for classification, an average inter-
session word accuracy of 76.50% and 68.18% was obtained
using the headset and the tape, respectively. This indicates
that the antenna (re-) positioning accuracy with the headset is
not worse than that with the double-sided tape while providing
other benefits.

Index Terms: silent speech interfaces, wearable headset,
BiLSTM, radar imaging, speech-related biosignals

1. Introduction

Silent speech interfaces (SSIs) are systems that enable speech
communication without any acoustical information [1]. This
is possible because SSIs sense speech-related biosignals, e.g.,
muscle signals [2, 3], brain activity [4, 5], or articulatory move-
ments [6, 7], in real-time during speech. Possible applica-
tion scenarios of SSIs are where people are physiologically in-
capable of producing audible speech, where confidentiality is
needed in public spaces, or where the acoustic noise level of the
environment masks the audible speech [8]. For the broad use of
these systems, they should be stable (make reproducible mea-
surements), portable (as small as possible), convenient (easy to
use) and non-invasive (without any sensors under the skin or in-
side the mouth). To address the stability issue, many researchers
use mechanical systems to enable reproducible measurements,
and the most common solution to date is the use of stabilizing
headsets [9].

Multiple types of wearable systems are used in a variety of
SSIs. In a surface electromyography-based (SEMG) system, a
gypsum mask was used to improve the stability of the position
of the sensors [3]. In magnetic sensors-based systems, sensors
have been mounted directly on wearable systems such as glasses
[10] and custom interfaces, e.g., a combination of tongue mag-
net and outer ear interfaces (TMI+OEI) [11]. In an ultrasound-
based (US) system, a headset was developed to stabilize the US
transducer and to reduce the discomfort of the subjects during
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recordings [12]. These wearable systems have, however, con-
siderable shortcomings. The gypsum mask for sSEMG sensors
presented in [3] lacks portability and it is not comfortable for the
users. While the measurements made with the glasses presented
in [10] lack stability, the TMI+OEI system presented in [11] is
considered as invasive, as magnets are attached to the tongue.
While achieving good stability for the measurements, the head-
set presented in [12] has a high weight of around 350 g, which
is uncomfortable for the subjects during longer recordings. The
widespread usage of a wearable system depends on the simul-
taneous fulfilment of the stability, portability, convenience and
non-invasiveness requirements, which the mentioned systems
cannot fully meet yet.

Besides the aforementioned ones, radar-based SSIs are a
promising alternative that was first proposed by Holzrichter et
al. in 1998 [13]. Recent examples of such systems performed
speech recognition experiments based on contactless monos-
tatic radar to measure the reflection coefficient of the vocal tract
[14] and on contactless bistatic radar to detect vocal tract move-
ments [15]. Birkholz et al. [8] proposed another approach to
radar-based SSIs with three antennas attached directly to the
facial skin of the speaker (with medical-grade skin adhesive
tape) and a standard network analyzer [16, 17]. The system
showed high potential for distinguishing German phonemes in
intra-session experiments.

In this study, we propose a novel portable headset for stable
inter-session data acquisition based on the approach presented
in [8, 17], and compare its performance with the one obtained
with the tape-based fixation method of the antennas previously
used.

2. Development of the headset

The goal was to create a mobile headset that allows a consis-
tent positioning of the two required antennas on the left and
right cheek of the speaker’s face (one sending and one receiv-
ing antenna) while being as lightweight as possible and adapt-
able to various head shapes. All iterations of the mechani-
cal frames were designed with Autodesk Inventor and manu-
factured using a 3D printer (Ultimaker 3), to enable access-
ability of the headset. To limit the weight of the headset,
lightweight materials were used: flexible black thermoplastic
polyurethane (TPU-95A), rigid grey polylactic acid (PLA) fil-
ament, elastic textile, and plastic bolts and nuts, as shown in
Figure 1. To make the headset adaptable to different head
shapes, the tightness of the headband and the chin band are
adjustable. The position of the antennas on the face is deter-
mined by three variables (distances d1, d2 and the angle «, see
Figure 2) that must be adjusted once for each speaker. Once
adjusted, the antennas always come to rest on the same part of
the face when the headset is put on again by the same speaker.

10.21437/Interspeech.2022-10090



(a) (—\
Figure 1: The proposed headset. (a) Exploded view (black:
TPU-95A, grey: PLA, purple: elastic textile). (b) Photograph

of a subject wearing the headset. The two antennas are labeled
as Al and A2.

Figure 2: Adjustable variables to adjust the antenna positions.
(a) Back side. (b) Front side.

All 3D-printable parts are available in the supplemental mate-
rial at https://www.vocaltractlab.de/index.php?page=birkholz-
supplements.

3. Methods
3.1. Recording hardware

The hardware used to record data in this study is different from
the standard network analyzer used in [8]. Since a minimum
measurement update rate of 100 Hz is necessary to capture
articulatory movements in real-time, we developed a stepped-
frequency continuous wave (SFCW) radar hardware capable of
delivering measurements at this rate, shown in Figure 3. This
hardware emits broadband EM signals from one port (TX) and
simultaneously measures the signals received at the other port
(RX). In this study, one antenna was connected to each port and
attached to the speaker’s cheeks, so the received signals are as-
sociated with the vocal tract shapes and hence with the speech
sounds, as shown in [8]. The TX port was connected to antenna
Alin Fig. 1.

The signal bandwidth for this study was changed from the
one used in [8], which was 2-12 GHz. Since the received signals
were strongly damped above 6 GHz with a correspondingly low
signal-to-noise ratio, we decided to lower both band limits here
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Figure 3: Stepped-frequency continuous-wave radar hardware

[17].

(a)

Figure 4: Monopole antenna; (a) front side, (b) back side.

and used a frequency band from 1 to 6 GHz. This also allows
the exploration of signals from 1 to 2 GHz that were not used in
(8].

To emit the frequencies over the full bandwidth (128 dis-
crete frequencies linearly spaced along the band), the hardware
uses two frequency synthesizers (type LMX2594, Texas Instru-
ments) with an offset of 1 MHz between them. The emitted sig-
nal flows through port TX to antenna Al. The signals are then
filtered by the vocal tract, received by antenna A2 and transmit-
ted to the hardware through the port RX [17].

As antennas, we used printed circular monopole antennas
with a diameter of 30 mm, as shown in Figure 4. Coplanar
waveguides stimulate the antennas, flowing into a 20 mm diam-
eter disc. This antenna was designed to emit EM waves from
1 to 6 GHz, so its dimensions are appropriate to resonate at
these frequencies. The antennas were also designed to emit EM
waves directly through the skin, which has a high permittiv-
ity. To this end, the chosen antenna characteristic type was a
monopole, whose radiation consists of only one lobe, directed
perpendicular into the skin of the face.

3.2. Corpus, subjects and recording procedure

The utilized corpus consists of 40 German words including
nouns, adjectives, verbs and digits (Table 1), uttered by five
male native German speakers aged between 28 and 36 years
(average 31.8). Each subject recorded the data in eight different
sessions. Between the sessions, the antennas were dismounted
and remounted and the radar hardware and software were fully
reset. Of the eight sessions recorded by each subject, four were
recorded using the tape-based fixation method of the antennas
according to [8, 17], and four were recorded using the headset
proposed in this study. The goal of this experimental design



was to compare the performance of the system with the headset
and with tape, the latter of which is the baseline for our analy-
sis. Care was taken to ensure that the individual antennas were
positioned as consistently as possible for both conditions (head-
set and tape) and across sessions. The position of the antennas
was about 1 cm from the corner of the mouth. Each individ-
ual session consisted of 10 repetitions of each of the 40 words,
resulting in 400 recorded tokens per session. In total, the cor-
pus consisted of 400 words x 8 sessions x 5 speakers = 16,000
tokens.

Table 1: The word corpus used in the study and their IPA tran-
scription [6].

Noun | Adjective | Verb | Digit

Jahr jar neu noge werden  v'er*dn | Null nul
Uhr uw® andere ‘andoro | haben h'azbm | Eins agns
Prozent  psots'ent | grof gBoIs sein zagn Zwei tsvag
Million  milion erste ‘er"sto konnen k'cenon | Drei dsag
Euro ‘DeeBo: viel firl miissen  m'vsn | Vier fir®
Zeit tsagt deutsch docetf sollen zoln Fiinf fynf
Tag tak gut guit sagen z'aigy Sechs zeks
Frau frad weit vagt geben ge:bm | Sieben  z'itbm
Mensch  menf klein klagn kommen k'omon | Acht axt
Mann man eigen ‘agg 1) wollen voln Neun nocen

This corpus contains exactly the same words and the same
number of words per session as the corpus used for electro-
optical stomatography (EOS) based silent speech recognition
from [6].

A customized C++ graphical user interface was used to con-
trol the hardware, record the data and inspect them in real time.
Both the radar and audio data streams were recorded simulta-
neously (with a fixed sample rate of 100 Hz and 44100 Hz, re-
spectively). The detectSpeech function in MATLAB R2021a
was used for word segmentation.

3.3. Classification experiments

To assess the performance of our SSI with the tape-based an-
tenna fixation method (baseline) and with the proposed headset,
we performed a classification experiment with the recorded data
and used the classification accuracy as the performance metric.
As classifier, we used a recurrent neural network with a sim-
ple architecture: an input layer, followed by a single bidirec-
tional long short-term memory (BiLSTM) layer, a fully con-
nected layer and a softmax classification layer as output.

The key hyperparameters of the used BiLSTM models are
shown in Table 2. The usage of a finite validation patience value
allowed “‘early stopping” of the training (to avoid overfitting) if
the validation loss did not improve after 20 validations [17].

Table 2: BiLSTM hyperparameters.

Hyperparameter Evaluated values/ranges
Number of hidden layers 1

Number of hidden units [10, 20, 40, 60]
Max. number of epochs 200
Validation patience 20

Learning rate 0.001
Mini-batch size 8

The spectral magnitude of S1 and AS1 were evaluated and
considered as input features for the BILSTM network, where
S1 denotes the 128 point transmission spectrum from one cheek
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to the other and A means the difference between two adjacent
spectral frames. Overall, this feature set includes 256 features.
In addition, other feature sets were evaluated here, including
spectral magnitude of S1, spectral phase of S1 and spectral mag-
nitude of AS1. All feature sets were normalized between [0-1]
using the normalize function in MATLAB R2021a.

Figure 5 illustrates radar spectrograms from the cheek-to-
cheek transmission path for two words spoken in two different
recording sessions. It shows obvious differences between dif-
ferent words, and similarities between the same words uttered
in different sessions.

Since the stability of the measurements is a key aspect in
the development of the headset proposed in this study, we eval-
uated our classifier’s performance with the inter-session (and
intra-speaker) paradigm, in which the data used to train and test
the model, came from different and non-overlapping sessions.
[18]. This paradigm assesses how well the classifier recognizes
patterns across sessions, i.e., after removing and reattaching of
the antennas. Higher measurement stability should yield higher
classification accuracies. Therefore, data from a single session
were left as the hold-out test set (400 tokens) and the classifier
was trained with the data from the remaining sessions (1200 to-
kens). The training was carried out with 80% of the training
sequences (960 tokens), whereas the remaining 20% served as
validation set (240 tokens). The optimization of the number of
hidden units was based on the validation set’s classification ac-
curacy. Finally, the model with the highest accuracy on the vali-
dation set was tested on the test set, resulting in its classification
accuracy.

For each combination of feature set, speaker and antenna
fixation method we performed 20 runs of the inter-session as-
sessment, comprising each of four different accuracies (ob-
tained with each of the four sessions as hold out test set). Since
the partition between training and validation set was random
(with the MATLAB 2021a cvpartition function) and happened
for each run individually, we were able to account better for the
variability of this process by running several times.

4. Results

The feature set composed of the magnitude of S1 and ASI,
achieved the highest mean accuracy among all tested feature
sets and, therefore, is the one being presented here. Table 3
reports the classification results for the inter-session evaluation
across all 20 repetitions for 5 speakers under the headset and
tape conditions. The classification accuracies were on average
an absolute 8.32% higher with the headset than with the tape
i.e., 76.50% vs. 68.1%. With regard to the individual speakers,
the mean accuracy with the headset was better than with tape
for four of the five speakers, with an improved accuracy rang-
ing from 2.87% (speaker 5) to 21.50% (speaker 3). Speaker 2
presented higher accuracy with tape than with headset, but by a
small margin of 0.61%.

5. Discussion and Conclusion

This study investigated the inter-session word recognition ac-
curacy of a novel radar-based SSI with a convenient and
lightweight headset for a reproducible placement of the anten-
nas on the speakers’ face. While many SSI studies only in-
vestigated speech recognition performance for the intra-session
paradigm [3, 15, 17], the inter-session paradigm used here is
more representative of real-life applications. The results ob-
tained in our study are comparable to those presented for a
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Figure 5: Radar spectrograms for the magnitude of ASI (in dB) for two words (“Zwei” and “deutsch”) for two speakers using the

headset in two different sessions (a and b).

Table 3: Inter-session classification accuracy. “Mean” and
“Std Dev” indicate the average and standard deviation across
all test set over 20 runs, respectively.

Speaker 1 2 3 4 5

Mean+  Meant Mean+  Meant  Mean+
StdDev StdDev StdDev Std Dev  Std Dev

Baseline 58.95% 69.38%  70.05% 64.19% 78.35%  68.18%
+5.08 +3.00 +3.28 +3.25 +6.81

Headset 69.35% 68.77% 91.55% 71.63% 81.22%  76.50%
+2.58 +3.29 +1.66 +3.70 +4.38

Average

SEMG-based [3] and a radar-based [17] SSI systems. The av-
erage accuracy across sessions with a smaller corpus (10 dig-
its) and 3 speakers in [3] was 76.2%. On the other hand, [17]
achieved 79.5% mean accuracy across two speakers with a nar-
rower frequency band (1-2.5 GHz), an identical feature set, a
larger corpus (50 German words) and different antenna type,
while our average accuracy across five speakers was 76.50%.

Each speaker has speech idiosyncrasies and different facial
features that may have played a role in our experiment. Two
speakers had beards, four wore glasses and they all had differ-
ent head sizes and slightly different german dialects. These fac-
tors could play a role in the high inter-speaker accuracy range
(19.4% with tape and 22.78% with headset), but to what extend
each of them affect the results is yet unknown.
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The average accuracies obtained with the proposed headset
were higher than those obtained with the taped antennas. This
means that the headset has the potential to provide stable mea-
surements, while also making the recording procedure faster
and cheaper. Furthermore, the headset is portable, lightweight
(only 69 g) and convenient (subjects did not report any discom-
fort during recording sessions).

Future work will focus on further development of the head-
set and designing experiments to understand which of the afore-
mentioned idiosyncratic factors plays a role in our system’s ac-
curacy. Additional normalizing and modification of feature sets
(e.g., session selection, feature space adaption, etc.) as well as
recording larger corpora with more words and various speak-
ers are also being investigated. Furthermore, the best location
for the antennas has yet to be discovered, and there are other
antenna types to explore for even more steady measurements.
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