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Abstract

Acoustic models of the vocal tract for articulatory speech synthesis often neglect a range of acoustic effects that are
known to exist in the human vocal tract. Here we extended a basic acoustic vocal tract model by three features: the
piriform fossae, transvelar acoustic coupling of the oral and nasal cavities, and sound radiation from the skin of the
neck. The main goal was to find out how these features affect the naturalness of the synthesized speech. To this end,
ten German words were synthesized with different combinations of the additional features, and listeners compared the
naturalness of these stimuli. Surprisingly, all three features reduced the perceived naturalness, although they should
make the synthesis more realistic. A closer analysis revealed that all new features emphasized the low frequencies
compared to the high frequencies of the synthetic speech, leading to slightly more muffled speech with the used glottal
excitation. An additional perception experiment with synthetic stimuli with a slightly more tense voice revealed no
perceptual preference for the synthesis with or without the piriform fossae. These results indicate that the examined
features play a minor role for the naturalness of articulatory synthesis compared to the voice source characteristics.
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1. Introduction

Compared to other speech synthesis methods, articula-
tory speech synthesis is considered as one of the most chal-
lenging approaches, because it requires realistic models of
the vocal tract and the vocal folds, an aerodynamic and5

acoustic simulation, and an articulatory control model.
Each of these components comes in a range of types. Vo-
cal tract models include geometric [1, 2, 3, 4, 5], statisti-
cal [6, 7, 8, 9, 10], and biomechanical [11, 12, 13] models.
Vocal fold models can be roughly divided into geometric10

[14, 15, 16] and self-oscillating biomechanical [17, 18] mod-
els. Aerodynamic and acoustic simulations are mostly per-
formed in the time domain [19, 20, 21, 22, 23, 24], but hy-
brid time-frequency domain simulations are also possible
[25, 26]. Control models mostly use a kind of gestural spec-15

ification of an utterance that is then translated into trajec-
tories of the articulatory parameters [27, 28, 29, 30, 31, 32],
but there are also alternative approaches [33, 34, 35, 36].

With appropriate models for all the components in
place, articulatory synthesis should be able to generate20

highly natural speech with the highest level of flexibility
with regard to the generated voices and speaking styles
[37]. However, despite considerable progress in the last
years (see https://www.vocaltractlab.de/index.php?
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page=vocaltractlab-examples for some recent examples),25

the speech quality of articulatory synthesizers cannot yet
fully compete with state-of-the-art unit-selection synthe-
sizers (e.g. [38]) or neural synthesizers (e.g. [39]). The key
to the success of articulatory synthesis is to identify the
critical details of the models and simulations that make30

the synthesized speech sound more natural.
This study explored specific features of an articulatory

synthesizer at the acoustic level. Most synthesizers assume
(one-dimensional) plane acoustic waves in an oropharyn-
geal tube with varying circular cross-sectional areas that35

has a separate branch for the nasal cavity [40, 23, 41, 42,
19, 43, 25, 26, 22]. There are also different methods for the
three-dimensional acoustic simulation of the vocal tract
[44, 45, 46, 47, 48, 49] that are also accurate beyond the
5 kHz limit of plane-wave approaches. However, with cur-40

rent computer hardware they are far too computationally
expensive for practical applications. With the overall goal
of articulatory text-to-speech synthesis in mind, we there-
fore used a one-dimensional model in the present study.
While the frequently used plane-wave models reflect the45

basic acoustic properties of the vocal tract quite well, they
often neglect some potentially important features of real
vocal tract acoustics. Here we consider three of these fea-
tures.

The first feature is the acoustic consideration of the50

piriform fossae, which are two cavities lateral to the la-
ryngeal vestibule near the glottis (Fig. 1 at the bottom
left). They act as side branches to the main vocal tract
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Figure 1: a) Rendering of the inner surface of the vocal tract for the
vowel /a/ extracted from MRI data (from speaker s1 of the Dresden
Vocal Tract Dataset [50]) showing the position of the piriform fossae
near the glottal end. b) The modeled area function of the (combined)
piriform fossae that consists of five tube sections.

which create a pronounced spectral trough in the speech
spectrum between 4–5 kHz and shift the formants to lower55

frequencies [51, 52, 53, 54, 55, 56, 57, 58]. Here we were
mainly interested in the effect of the piriform fossae on
the high frequencies, because they significantly affect the
spectral envelope between 4–5 kHz and above, which may
be perceptually relevant according to Monson et al. [59].60

The second feature is the acoustic coupling of the oral
and nasal cavities through the soft tissue of the velum
[60, 61]. This coupling mechanism is considered to gener-
ate sound in the nasal cavity even for non-nasalized sounds
with a tightly closed velo-pharyngeal port. Dang et al. [60]65

argue that this is actually one of the most important sources
for the voice bars of voiced stops.

The third feature is the sound radiated by the vocal
tract walls. From all positions on the surface of the neck
and the face, the surface vibration is strongest at a level70

just above the larynx [62]. This laryngeal wall vibration
originates from the mechanical vibrations of the vocal folds
or from the air pressure fluctuations directly above the vo-
cal folds that are transmitted to the neck surface through
the thin laryngeal tissue. This sound is usually considered75

as the main source for the voice bars of voiced stops and
has therefore a similar effect as transvelar coupling.

As described above, all three features have different
effects on the synthesized speech: while the piriform fossae
cause a pronounced spectral dip in the 4–5 kHz region,80

transvelar coupling and laryngeal wall vibration increase
the sound intensity at low frequencies and cause the voice
bar during the closure phases of voiced plosives. So far,
the effects of these features have been studied only at the
acoustic level and for a limited range of speech sounds85

(e.g. [52, 63]).
The goal of the present study was twofold: (1) to pro-

pose mechanisms to include the three features into an
acoustic transmission-line model of the vocal tract, and
(2) to explore the effect of these features on the perceived90

naturalness of connected synthesized speech. With regard
to the latter, we were interested in whether the increased
realism introduced by these features would improve the
naturalness of the synthesized speech. With regard to the
first goal, the three features have been integrated into the95

acoustic model of the articulatory speech synthesizer Vo-
calTractLab (www.vocaltractlab.de) as an extension to
version 2.2, which is described in Sec. 2. The synthesizer
was then used to synthesize ten German words with dif-
ferent combinations of included features, which were eval-100

uated in perceptual experiments presented in Sec. 3 and
4. Conclusions are drawn in Sec. 5.

2. The articulatory speech synthesizer

2.1. Overview

VocalTractLab is a complete and open source articu-105

latory speech synthesizer implemented in C++. Its core
components are a 3D geometric model of the vocal tract
[4], multiple (exchangeable) models of the vocal folds [64,
16, 65], an aeroacoustic simulation in the time domain
[20, 21, 66, 24], and a gestural control model [30, 31].110

From an aeroacoustic point of view, the vocal system is
represented as a time-varying branched tube, where the
individual branches are formed by concatenations of short
cylindrical tube sections with variable lengths and cross-
sectional areas. The main branch comprises the subglot-115

tal system, the glottis, the pharyngeal cavity, and the
oral cavity with 23, 2, 16, and 24 tube sections, respec-
tively. Between the pharyngeal and oral cavities, the tube
for the nasal cavity branches off. It consists of 19 tube
sections and has additional branchings to four Helmholtz120

resonators that represent the paranasal sinuses [67]. The
cross-sectional areas of the subglottal and nasal tubes are
assumed to be time-invariant and based on anatomical
data (except for the most posterior tube sections of the
nasal branch, which vary with the velum height). On the125

other hand, the cross-sectional areas of the pharyngeal and
oral tube sections are derived from the time-varying shape
of the vocal tract model, and the two glottal tube sec-
tions take the glottal areas at the lower and upper edges
of the vocal folds from the vocal fold model. In this study,130

the triangular glottis model [64] was used for the simula-
tions. The control parameter trajectories of the vocal tract
and vocal fold models are generated by the gestural score,
which is based on the ideas of articulatory phonology [68].

For the aeroacoustic simulation, the branched tube model135

is transferred into an acoustic transmission-line model with
lumped elements as shown in Fig. 2. In this circuit, each
tube section is represented as a T-type two-port network
as sketched in the top-left box in Fig. 2. The network com-
ponents are calculated based on the geometric dimensions140

of the tube sections [20]. For the consideration of aerody-
namic losses due to turbulence at tube expansions (e.g.,

2
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Figure 2: Schema of the acoustic transmission line model of the vocal tract. The elements for the piriform fossae, laryngeal wall vibration,
and transvelar acoustic coupling analyzed in this study are indicated by the gray boxes with dashed border lines. The numbers in brackets
behind the labels indicate the numbers of tube sections that represent the different vocal tract parts.

at the exit of the glottis), non-linear resistors are added
[21, 24]. The main energy source for the simulation is a
pulmonary pressure source connected to the “lower” end of145

the subglottal tube. Additional noise sources are automat-
ically inserted into the circuit as random pressure sources
based on the aerodynamic and geometric conditions in the
individual tube sections [66]. At the mouth and the nos-
trils, the circuit is terminated with radiation impedances.150

The time-varying pressures and volume velocities in the
whole acoustic network are numerically simulated in the
time domain with a sampling rate of 44100 Hz [20, 40].
The radiated sound pressure prad is calculated as the time-
derivative of the volume velocities through the mouth and155

nostrils, i.e., prad = d(umouth + unose)/dt, low-pass filtered
at 8 kHz with an 8-pole digital Chebyshev filter, and re-
sampled to 22050 Hz.

The network components drawn with solid borders in
Fig. 2 represent the currently predominant structure for160

acoustic models of the vocal tract (e.g. [23, 19, 25, 26]).
The additional acoustic components that were implemented
and analyzed in the present study are drawn as dashed
boxes and are detailed in the following subsections.

2.2. Modeling the piriform fossae165

As mentioned above, the piriform fossae are two small
pear-shaped side cavities of the vocal tract located left and
right from the epilaryngeal tube. So far there are only
a few studies, each including only a few subjects, that
provide quantitative data on the piriform fossae during170

speech production. All studies agree that the piriform fos-

sae cause a pronounced spectral dip in the 4–5 kHz region
of the speech spectrum, that they slightly shift the formant
frequencies, that their cross-sectional areas increase ap-
proximately linearly from the closed end to the open end,175

and that their dimensions can substantially differ across
subjects. On the other hand, there is no consensus on
the degree of (a)symmetry between the left and right cav-
ities, and the dependence on the vocal tract shape. While
Dang and Honda [51] found that the left and right piriform180

fossae were acoustically symmetric for their four subject,
other studies reported left-right asymmetries [55, 57, 58].
Furthermore, some studies found that the shape of the
piriform fossae is relatively stable regardless of the pro-
duced vowel [51, 54], while others reported a significant185

dependence of the cavity volumes on the produced vowel
[52, 58].

In the present study, we assumed that the left and right
piriform fossae are symmetric and that their shapes are in-
dependent from the vocal tract state. Assuming symmet-
ric cavities has the advantage that they are acoustically
similar to a single tube with the combined volume of both
cavities. Here, as shown in Fig. 1b, this tube was modeled
in terms of N = 5 tube sections with the cross-sectional
areas

Ai =
2Vtot

L
(i+ 1/2)/N, i = 0 . . . N − 1, (1)

where Vtot is the total volume of both piriform fossae and
L is the total (acoustic) length. The length of each sec-
tion was L/N , so that the total volume sums up to Vtot.190

In male subjects, the total volume of the piriform fossae
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Figure 3: Effects of different lengths L and (total) volumes Vtot

of the piriform fossae on simulated volume velocity transfer func-
tions between the (closed) glottis and the lips for the vowel schwa.
a) Transfer functions for different volumes at a constant length of
L = 3 cm. b) Transfer functions for different lengths at a constant
volume of Vtot = 3 cm3.

ranges from about 1.0 cm3 to 3.5 cm3, and the length
ranges from 14 mm to 21 mm [52, 58]. For the incorpora-
tion of this branch in the transmission line model of the
vocal tract, an open-end correction must be applied that195

makes it acoustically appear about 50% longer [51]. For
the present study, we chose the values Vtot = 2 cm3 and
L = 3 cm.

Fig. 3a and b illustrate the effects of different volumes
and lengths of the piriform fossa tube, respectively, in200

terms of simulated vocal tract transfer functions for the
vowel schwa using the acoustic model presented above.
They show that the volume mainly determines the depth
of the spectral trough (i.e., the bandwidth of the antires-
onance), and the degree of shift of the resonances. The205

greater the volume, the deeper the spectral trough and the
stronger the resonances are shifted towards lower frequen-
cies. At the perceptual level, this makes the voice sound
more resonant for larger volumes of the piriform fossae
[52]. The length of the piriform fossa tube mainly affects210

the frequency fdip of the antiresonance with fdip ∝ 1/L
[51]. With the length and volume chosen in the present
study, the frequency and depth of the antiresonance are in
good agreement with measurements [50].

2.3. Modeling transvelar acoustic coupling215

Transvelar acoustic coupling means that intraoral sound
pressure variations stimulate mechanical vibrations of the
velum, which in turn generate sound in the nasal cavity.
By this mechanism, sound can be radiated from the nos-
trils even when the velopharyngeal port is fully closed.220

The implementation of this mechanism here is based on
the mechanical two-layer diaphragm model of the velum
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Figure 4: Equivalent acoustic network for the velum.

proposed by Dang et al. [60]. The equivalent acoustic cir-
cuit of this model is shown in Fig. 4 and differs from the
structure of the acoustic circuits that represent the tube225

sections of the vocal tract model shown in Fig. 2. To pre-
serve the structure of the acoustic model, the velum model
was therefore implemented as a digital filter.

The input to this filter were the sound pressures p1

and p2 below and above the middle part of the velum,230

respectively. These values were taken from the centers of
the third oral tube section and the third nasal tube section
(as counted from the nasal branching point). The output
of the filter was the volume velocity u2 generated by the
movement of the superior velum surface, which was added235

to the acoustic volume velocity that enters the third nasal
tube section.

The parameters of the digital filter were obtained from
the acoustic model of the velum (Fig. 4) using the matched
z-transform as follows. The network elements of the acous-240

tic model are [60]

R1 = 8.96 g cm−4s−1

L1 = 0.0343 g cm−4

C1 = 4.15× 10−4 cm4s2g−1

R2 = 0.9 g cm−4s−1

C2 = 4.78× 10−5 cm4s2g−1

and can be combined into the impedances Z1 = R1+sL1+
1/(sC1) and Z2 = R2 + 1/(sC2), where s is the complex
frequency variable. Then the current U2

1, which enters the
nasal cavity via the velum, can be expressed as a function
of the two pressures P1 and P2 acting on the velum surfaces
from below and above, respectively:

U2 = P1
Z2

2Z1Z2 + Z2
1

+ P2
−Z1 − Z2

2Z1Z2 + Z2
1

.

Based on this equation, we defined the two transfer func-
tions

H1 =
U2

P1

∣∣
P2=0

=
Z2

2Z1Z2 + Z2
1

and

H2 =
U2

P2

∣∣
P1=0

=
−Z1 − Z2

2Z1Z2 + Z2
1

1Capital-letter U and P denote the volume velocity and pressure
in the frequency domain, while lower-case letters are used for these
quantities in the time domain.
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so that U2 = P1H1 + P2H2. Expanding Z1 and Z2 in
these transfer functions and sorting terms by powers of s245

we obtain

H1(s) = k1
sm1 + s2

d0 + sd1 + s2d2 + s3d3 + s4
= k1

M(s)

D(s)

H2(s) = k2
sn1 + s2n2 + s3

d0 + sd1 + s2d2 + s3d3 + s4
= k2

N(s)

D(s)

with the following constants:

k1 = R2/L
2
1 = 7.65 cm4s g−1

k2 = −1/L1 = −29.15 cm4s g−1

m1 = 1/(C2R2)

n1 = 1/(C1L1) + 1/(C2L1)

n2 = R1/L1 +R2/L1

d0 = 2/(C1C2L
2
1) + 1/(C2

1L
2
1)

d1 = 2R1/(C2L
2
1) + 2R2/(C1L

2
1) + 2R1/(C1L

2
1)

d2 = 2R1R2/L
2
1 + 2/(C2L1) +R2

1/L
2
1 + 2/(C1L1)

d3 = 2R2/L1 + 2R1/L1.

The roots of the polynomials M(s), N(s) and D(s) were
numerically evaluated, with M(s) = 0 for sM1 = 0 and
sM2 = −23245.0, with N(s) = 0 for sN1 = 0 and sN2,N3 =
−143.7±812.1j, and with D(s) = 0 for sD1,D2 = −156.9±
1124.9j and sD3,D4 = −130.6 ± 230.6j. These roots were
mapped into the z-domain by z = es∆t according to the
matched z-transform method, where ∆t = 1/44100 s is the
time step of the digital simulation, to obtain the transfer
functions

H1(z) = k′1
z2
∏2

i=1(z − zMi)∏4
i=1(z − zDi)

and

H2(z) = k′2
z
∏3

i=1(z − zNi)∏4
i=1(z − zDi)

.

The constants k′1 = 5.03 × 10−7 and k′2 = 6.59 × 10−4

were determined by matching the magnitude response of
the analog and digital filters at a frequency of 10 Hz. Note
that zeros at z = 0 have been added to the digital filters
(two for H1 and one for H2) to obtain minimum delay
filters. Mapping H1(z) and H2(z) in the time domain with
the time index n finally yields the recursion equation for
the volume velocity u2[n] of the form

u2[n] =

2∑
i=0

aip1[n− i] +

3∑
i=0

a′ip2[n− i] +

4∑
i=1

biu2[n− i]

with the recursion coefficients ai, a
′
i and bi.

Fig. 5 shows the magnitude responses of the filters
H1(s) and H2(s), which are low-pass filters with a cut-250

off frequency of about 200 Hz. Hence, the transmission of
sound through the closed velum is essentially restricted to
frequencies up to 200 Hz. According to our simulations,
typical sound pressures during phonation below the closed
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Figure 5: Magnitude of the transfer functions H1(s) (black) and
H2(s) (gray).

velum cause volume velocity waves with a peak amplitude255

of about 1 cm3/s above the velum in the nasal cavity. For
comparison, the peak amplitude of the glottal volume ve-
locity during phonation is about 400 cm3/s [69].

2.4. Laryngeal wall vibration

Sound from inside the vocal tract is also transmitted
through the skin at other places of the vocal tract than
the velum. Since the anterior laryngeal wall is quite thin
and the larynx contains the vibrating vocal folds, laryngeal
wall vibration contributes most to the sound radiated from
the skin [62]. This sound radiation has rarely been mod-
eled in articulatory synthesizers. To the best of our knowl-
edge, there is also no published data on transfer functions
from the sound pressure in the laryngeal region of the vocal
tract to the velocity of the outer skin movement. There are
a few studies on similar transfer functions of the neck tis-
sue with different input and output variables [70, 71, 72],
however, they are not straightforward to convert to the
presented situation. Since these transfer functions gener-
ally show a low-pass effect like the acoustic model for the
velum, the corresponding digital filter was used here also
for laryngeal wall vibration. Here, the variables p1, p2,
and u2 represent the intra-laryngeal sound pressure, the
sound pressure in front of the outer laryngeal wall, and
the volume velocity of the outer laryngeal wall surface, re-
spectively. The pressure p2 is very small compared to p1

and was set to zero here. When laryngeal wall vibration
was included in the acoustic simulation, the total radiated
sound pressure was calculated as

prad = d(uskin + umouth + unose)/dt,

where uskin = u2 is the output of the filter.260

3. Perception experiment 1

In the previous section we discussed three new features
that could be individually included in or excluded from the
acoustic simulation. In experiment 1 we examined
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� whether listeners were able to perceive any difference265

at all between synthesized words with all three fea-
tures excluded (basic acoustic model) and with the
individual features included separately (task 1), and

� how the naturalness of the synthesized speech was
affected when the features were included in different270

combinations (task 2).

Table 1: The 10 words synthesized for the perception experiments.

Word Transcription English
Banane [ba"na:n@] banana
Birne ["bIKn@] pear
Gurken ["gUKk@n] cucumbers
Himbeere ["hIm­be:K@] raspberry
Mandarine [­manda"Ki:n@] mandarin
Melone [me"lo:n@] melon
Mirabelle [miKa"bEl@] mirabelle
Orange [o"KaNZ@] orange
Physalis [fy:"zalIs] physalis
Rosine [Ko"zi:n@] raisin

3.1. Stimuli

Each of the 10 German words in Table 1 was syn-
thesized in 8 variants, i.e. for all 8 combinations of the
3 binary features {piriform fossae included vs. excluded}275

× {transvelar acoustic coupling included vs. excluded} ×
{laryngeal wall vibration included vs. excluded} (80 stim-
uli in total)2. To this end, a gestural score was manually
created for each word using the graphical editor in Vo-
calTractLab. The gestural score for a word was indepen-280

dent from the inclusion or exclusion of the three features,
because the features do not affect the articulatory move-
ments. To ensure a natural-sounding prosody of the words,
the phone durations and f0 contours in the scores were
adjusted to match those of corresponding recorded words285

from a male German speaker. The subglottal pressure was
set to 1 kPa and the time constants of the gestures were
adjusted according to the guidelines given in [73]. For all
stimuli, the vocal fold rest displacement for voiced sounds
was set to 0.15 mm. This value was found to be perceptu-290

ally suitable based on previous synthesis experiments with
the basic acoustic model. All stimuli were saved as 16 bit
mono WAV files with a sampling rate of 22050 Hz.

One aspect of the synthesis deserves special attention.
The vocal tract target shapes for the speech sounds used295

for the synthesis were originally optimized for the basic
acoustic simulation, i.e., for the case that the piriform fos-
sae are not included [4]. However, as shown in Sec. 2.2,
the inclusion of the piriform fossae can shift the formants

2All stimuli (also for experiment 2) are available as supplemen-
tal material at https://www.vocaltractlab.de/index.php?page=

birkholz-supplements.
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Figure 6: a) Vocal tract model shapes for /a/ in the midsagittal plane
that generate the same first three acoustic resonances with (gray
line) and without (black line) the piriform fossae. b) Volume velocity
transfer functions from the glottis to the lips of the vocal tract in
a) without the piriform fossae (black line), with the piriform fossae
but without an adaptation of the articulation (gray dashed line), and
with the piriform fossae after an adaptation of the articulation (gray
solid line).

to lower frequencies. This can have a negative impact on300

the quality of the vowels and hence the perception. In
this study we were interested in the perceptual effects of
the spectral changes that the piriform fossae cause at the
higher frequencies, i.e., around the frequency of the spec-
tral trough and above. Therefore, when the piriform fossae305

were included in the acoustic simulation, a modified set of
vocal tract shapes was used as targets for the vowels. The
modified shapes were obtained by means of parameter op-
timization [4] in such a way that they have the same first
three resonance frequencies with the effect of the piriform310

fossae as the original shapes without the effect of the piri-
form fossae. Fig. 6a illustrates the difference between the
original and modified vocal tract shapes for the vowel /a/.
Fig. 6b shows the calculated vocal tract transfer functions
of /a/ for the original shape without the piriform fossae315

(black line) and with the piriform fossae (dashed gray line),
and for the modified shape with the piriform fossae (solid
gray line).

3.2. Participants

Twenty-two native speakers of German (15–64 years320

old; mean: 33 years; 15 males and 7 females) participated
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in the experiment after providing informed consent. None
of them reported speech or hearing problems. The exper-
iment was conducted according to the ethical principles
based on the WMA Declaration of Helsinki.325

3.3. Task 1

The first task was a discrimination task to find out
whether two stimuli for the same word that differed in
just one feature could be perceptually discriminated. For
each of the 10 words, the following three pairs of feature330

combinations were contrasted:

� (no piriform fossae, no wall vibration, no transvelar
coupling) vs. (piriform fossae, no wall vibration,
no transvelar coupling)

� (no piriform fossae, no wall vibration, no transvelar335

coupling) vs. (no piriform fossae, wall vibration,
no transvelar coupling)

� (no piriform fossae, no wall vibration, no transvelar
coupling) vs. (no piriform fossae, no wall vibration,
transvelar coupling)340

Hence, the basis variant of each word (no piriform fossae,
no wall vibration, no transvelar coupling) was compared
to the three variants with exactly one feature enabled for
a total of 10 × 3 = 30 pairs. Each pair was used in four
types of AXB sequences (AAB, BBA, BAA, and ABB) for345

a total of 120 sequences.
The 120 sequences were presented to the participants

in randomized order using a laptop computer with an ex-
ternal sound card (Terratec Aureon XFire 8.0 HD) and
high-quality closed headphones (AKG K-240) in a quiet350

room. The three stimuli of each sequence were played
with short pauses of 100 ms between them. The task of
the participants was to decide whether X was identical to
A or B in each AXB sequence by pressing one of two but-
tons on the computer screen using a mouse. Each sequence355

could be repeated once by pressing another button on the
screen. After a decision, the stimuli of the next sequence
were automatically played.

For the analysis, we performed three binomial tests of
the null hypothesis that the subjects were not able to de-360

tect the difference due to the respective acoustic features,
i.e., that their chance of selecting the correct response was
50%.

3.4. Task 2

The second task was an assessment of the natural-365

ness of the stimuli by forced-choice pairwise comparisons
of stimuli. For each of the 10 words, all possible stimuli
pairs with different feature combinations were formed, i.e.
7 + 6 + . . . + 1 = 28 pairs per word. Hence, for the 10
words, we obtained 280 stimuli pairs.370

The 22 participants were divided into two groups of
11 people, and each group performed the test with one of
the two possible orders in which the stimuli of each pair

can be presented. For each participant, the 280 stimuli
pairs were presented one after another in an individually375

randomized order using the same equipment and room as
in task 1. Each pair was presented with a short pause
of 100 ms between the two stimuli. After the presenta-
tion of a pair, the participant had to decide, which of the
two stimuli sounded more natural by pressing one of two380

buttons on a computer screen using a mouse. Each pair
could be repeated once by pressing another button on the
screen. After a decision, the stimuli of the next pair were
automatically played.

For the analysis, the responses of the participants were385

collected in a table with 22 rows, one for each participant,
and 8 columns, one for each feature combination. Each
table cell contained the number how often the respective
participant preferred the respective feature combination
across all 10 words. Because each of the 8 feature com-390

binations was contrasted with all 7 others, the maximal
possible number in a cell was 7×10 = 70. For each pair of
two feature combinations (i.e., two columns of the table),
the rankings were compared with the Wilcoxon signed-
rank test.395
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Figure 7: Results of the discrimination task of the first experiment.
The height of the bars shows how often the participants correctly
contrasted two stimuli that just differed in one feature. The solid
horizontal line indicates the chance level. The dashed line is the
upper boundary of the acceptance area of the null hypothesis that the
subjects selected their responses by chance. Hence, the acoustic effect
of including or excluding any of the three features was perceivable.

3.5. Results and discussion

With regard to task 1, the binomial tests confirmed
with p < 0.001 that the rate of correct responses was sig-
nificantly higher than the chance rate of 50%. The bars in
Fig. 7 show the number of correct responses for the three400

different features, all of which are above the upper bound-
ary of the acceptance area of the null hypothesis (dashed
line). This suggests that the listeners were able to reliably
discriminate stimuli with and without the tested acoustic
features.405
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Figure 8: Results of the assessment of naturalness of experiment
1. The height of the bars indicates how often the participants pre-
ferred the stimuli with a certain combination of features over the
stimuli with other feature combinations. The vertical lines indicate
the range of ±1 standard deviation. The three features are the radi-
ation of sound from the neck skin (SR), transvelar coupling (TC),
and the piriform fossa (PF). A preceding plus sign means that a cer-
tain feature was included in the simulation, and a minus sign means
that it was excluded. Bars that do not share any letter indicate fea-
ture combinations that were rated significantly different based on a
Wilcoxon signed-rank test at a 5% level of significance.

With regard to task 2, Fig. 8 shows how often each com-
bination of acoustic features was preferred over the others
combinations. The leftmost bar shows the results for the
case that all three features are excluded (corresponding
to the basic acoustic model), and the rightmost bar cor-410

responds to the case that all three features are included.
Significant differences between the feature combinations
are indicated by the letters above the bars: The rankings
for feature combinations with no letter in common are sig-
nificantly different (α = 0.05) [74]. A correction of the415

significance level due to the multiple pairwise comparisons
was not conducted due to the exploratory nature of the
analysis.

Surprisingly, the stimuli synthesized with the new fea-
tures tended to sound less natural than the stimuli syn-420

thesized without any of the features, although the addi-
tional features should make the synthesis more realistic.
When the effect of the features is examined individually,
i.e., when all stimuli with a particular feature (group 1)
are compared to all stimuli without this feature (group 2),425

then the difference of the responses is highly significant for
the features “piriform fossae” and “transvelar coupling”
(p < 0.001 with a Wilcoxon signed rank test). For the
feature “laryngeal wall vibration”, the two groups are not
significantly different (p = 0.1077).430

The reason for the reduced naturalness with increased
realism of the simulation was not immediately clear. How-
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Figure 9: Long-term average spectra (LTAS) of the ten words for
different feature combinations in the synthesis: with the piriform
fossae (black curves), without the piriform fossae (thin gray curves),
with weak glottal adduction (solid lines), and with stronger glottal
adduction (dashed lines). The thick gray curves represents the LTAS
of the ten words spoken by six real speakers.

ever, some participants of the experiment reported that
they perceived some of the stimuli as more muffled than
others. This motivated us to have a closer look at the long-435

term-average spectra (LTAS) of the stimuli. The LTAS
were calculated by concatenating the audio signals of the
words synthesized with a certain combination of features
(omitting pauses between the words), and averaging the
short-term magnitude spectra with a window length of440

23.2 ms and a time step of 10 ms. Because the piriform fos-
sae had the strongest impact on the LTAS, we focus on this
feature here. Fig. 9 shows the difference between the LTAS
of the stimuli synthesized with the piriform fossae (solid
black curve) and without (thin solid gray curve). Obvi-445

ously, the spectral magnitudes of the stimuli synthesized
with the piriform fossae were up to 10 dB smaller in the
range between 2.5 kHz and 5 kHz. Hence, synthetic stim-
uli including the piriform fossae have less high-frequency
energy and therefore sound somewhat more muffled.450

As a reference, we also calculated the LTAS of the
ten words spoken by six real speakers, which is shown as
the thick gray line in Fig. 9. The spectral slope of this
LTAS is less steep than for any of the synthetic stimuli.
This indicates that the spectral envelope of the synthetic455

voice source generally rolled off too fast with increasing
frequency.

In summary, when the high-frequency components in
synthetic utterances are generally weak, listeners seem to
prefer stimuli with higher intensities at higher frequencies460

(the basic acoustic model in our case) in pairwise compar-
isons.

4. Perception experiment 2

The second experiment was designed to find out whether
the piriform fossae would still reduce the naturalness when465
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a more tense synthetic voice with stronger high-frequency
components was used. The more tense voice was generated
with more adducted vocal folds in the used self-oscillating
vocal fold model [64]. Because transvelar acoustic coupling
and laryngeal wall vibration had a much smaller spectral470

impact than the piriform fossae, they were not considered
in the second experiment.

4.1. Stimuli

Each of the 10 words in Table 1 was synthesized in 4
variants, i.e. all combinations of the binary feature {piriform475

fossae included vs. excluded} and two settings for the vo-
cal fold rest displacement ξg. The settings for the rest
displacement were ξg = 0.15 mm (same as in experiment
1) and ξg = 0.05 mm (for more adducted vocal folds and
hence a more tense voice). The synthesis procedure was480

the same as for experiment 1. Transvelar acoustic coupling
and laryngeal wall vibration were disabled for all stimuli.

For the new stimuli with the more tense voice, two
LTAS spectra were calculated: one for the stimuli where
the piriform fossae were included, and one for the stimuli485

were they were excluded. These spectra are shown as the
dashed lines in Fig. 9, where the black dashed line corre-
sponds to the stimuli with the piriform fossae. Both spec-
tra show clearly higher intensities between 2–5 kHz than
the LTAS of the stimuli with more abducted vocal folds490

(the thin solid lines). Hence, the spectral characteristics
of the stimuli synthesized with the more tense voice be-
came more similar to the characteristics of the natural ut-
terances (thick gray line), although significant differences
remained.495

4.2. Participants

Twenty-four native speakers of German (21–48 years
old; mean: 33 years; 9 males and 15 females) participated
in the experiment after providing informed consent. None
of them reported speech or hearing problems. Six of them500

participated already in the first experiment. The exper-
iment was conducted according to the ethical principles
based on the WMA Declaration of Helsinki.

4.3. Procedure

Analogous to task 2 of the first experiment, the par-505

ticipants assessed the naturalness of the stimuli by forced-
choice pairwise comparisons. For each of the 10 words,
all possible stimuli pairs with different variants (feature
combinations) were formed, i.e. 3 + 2 + 1 = 6 pairs per
word. Hence, for the 10 words, 60 stimuli pairs were ob-510

tained. Each pair was presented in both possible orders of
the stimuli, so that there were 120 (ordered) stimuli pairs
in total.

Except the number of pairs and the synthesizer set-
tings, the rest of the experiment was conducted like task515

2 of the first experiment. As before, the listener responses
were analyzed with Wilcoxon signed-rank tests.
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Figure 10: Results of the assessment of naturalness of experiment 2.
The height of the bars indicates how often the participants preferred
the stimuli with a certain combination of features over the stimuli
with other feature combinations. The two features are the increased
adduction of the vocal folds (ADD) and the piriform fossa (PF).
A preceding plus sign means that a certain feature was included in
the simulation, and a minus sign means that it was excluded. Bars
that do not share any letter indicate feature combinations that are
significantly different based on a Wilcoxon signed-rank test at a 5%
level of significance.

4.4. Results and discussion

Fig. 10 shows how often the participants preferred each
synthesis variant over the others. The preferences for three520

of the four variants were not significantly different (p >
0.05): the two variants without the piriform fossae, and
the variant with the piriform fossae and stronger vocal fold
adduction. The only synthesis variant that was clearly
less preferred was the one with the piriform fossae and525

the wider rest displacement of the vocal folds (as used
in experiment 1). Hence, when the vocal folds are suffi-
ciently adducted so that the high-frequency components
of the voice source are sufficiently intense, the presence or
absence of the piriform fossae in the simulation does not530

matter for the perceived naturalness of the synthesis.

5. General discussion and conclusions

The goal of this study was to incorporate the piriform
fossae, transvelar acoustic coupling, and laryngeal wall vi-
bration into a transmission-line model of the vocal tract535

and to find out whether or not these effects would improve
the perceived naturalness of synthesized speech. The first
experiment showed that the acoustic changes caused by
these features could be perceived, but they were less pre-
ferred by the listener (at least for the piriform fossae and540

transvelar acoustic coupling). The reason for this unex-
pected finding was that with the used voice source set-
tings, the high-frequency components of the speech signals
were rather low compared to real speech. In this case, lis-
teners preferred settings of the acoustic vocal tract model545

9



that did not further reduce the high-frequency components
compared to the low-frequency components. In the sec-
ond experiment, it was shown that the acoustic effect of
the piriform fossae did not affect the perceived natural-
ness anymore when the high-frequency components of the550

voice source were raised, making the synthetic voice more
similar to natural voices.

These findings indicate that for the naturalness of ar-
ticulatory speech synthesis, the examined acoustic features
(at least in their current implementation) are far less rele-555

vant than the voice source characteristics. In other words,
for highly natural synthesis, the voice source model plays
the major role. Somewhat similar conclusions were drawn
from another recent study by Freixes et al. [46], where
3D acoustic simulations of realistic vocal tract geometries560

(including higher-order modes) were compared with sim-
ulations of simplified straight axis-symmetric vocal tract
tubes, which prevent the onset of higher-order modes. It
was found that the (more realistic) higher-order modes
generally induced a reduction of the high-frequency energy565

that makes the higher frequencies acoustically less rele-
vant. Also there, the glottal source excitation was found
to play a more important role than some specific details
that would seem significant a priori.

On the other hand, it is conceivable that the imple-570

mented models for the examined features need further im-
provement before they add to the naturalness of the syn-
thesized speech. While the model for transvelar acoustic
coupling is already strongly based on experimental data,
the (identical) model for sound radiation from the skin575

of the neck is not based on dedicated experimental data
yet. The model for the piriform fossae currently neglects
a potential asymmetry between the left and right fossae
[55, 57, 58], which would cause a more complex spectral
pole-zero pattern, and a potential change of its volume580

and length with the articulated phoneme [52, 58]. The
impact of such improvements remains to be explored in
future studies.

In any case, even when the three examined features do
not contribute to the naturalness of the synthesis in their585

current form, they do increase the realism of the simula-
tion. Especially the acoustic effect of the piriform fossae in
the real vocal tract has been convincingly shown in previ-
ous studies (e.g. [51, 53, 55]) and cannot be reproduced in
an articulatory synthesizer without an additional acoustic590

branch as in this study. Furthermore, the consideration of
transvelar acoustic coupling and laryngeal wall vibration
generated a voice bar in the synthetic stimuli (which would
otherwise be absent), making them acoustically more re-
alistic.595

Finally, we have shown that the acoustic effects of the
examined features are perceptible. Hence, especially the
piriform fossae are likely to carry information about the
individual speaker [75]. This is also suggested by the
substantial spectral changes that result from rather small600

changes of their dimensions, as shown in Fig. 3. There-
fore, the piriform fossae may be an important ingredient

for articulatory speech synthesis with individual speaker
characteristics.
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