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Abstract

Transgender individuals often seek for voice modification to more closely have their voice matched with their new sex, and avoid potential stigmatization or even discrimination. Whereas treatment options such as voice therapy or surgery exist, a quantitative measure of the treatment outcome is missing. In this paper, we therefore propose a novel regression-based method to predict the perceived femininity or masculinity of a speaker’s voice. To this end, 86 speakers (34 male, 35 female, 17 transgender) were recorded reading aloud a German standard passage. Subsequently a group of 28 layerspersons and 13 experts rated the femininity/masculinity of these speech samples. Each spoken utterance was automatically analysed with respect to nine different pitch-, resonance- and voice quality-related acoustic features. The ratings were the targets for three prediction models (linear, logistic and decision tree regression) based on the extracted features. The results show that, generally, \( f_0 \) and the vocal tract length (VTL) are the main predictors. Furthermore, the continuous outcome logistic regression model with \( f_0 \), smoothed cepstral peak prominence (CPPS), Jitter and VTL as input features performed best and achieved promising results with a cross-validated root mean-squared error of 0.117 on the normalized ratings [0,1].
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1. Introduction

The term transgender is used to describe a group of individuals whose gender identity does not correspond to their biological sex [1, 2]. The voice as part of a person’s identity provides information of the speaker, including emotion, age and gender [3]. Due to the individual physiological characteristic of the vocal tract and the larynx, each individual’s voice is unique.

The average fundamental frequency \( f_0 \) as a measure of the pitch of the voice is reported to range between 100-120 Hz for men and 200-220 Hz for women [3]. It is also known that the vocal tract of male adults is longer than that of female individuals, resulting in higher formant frequencies for female voices [3]. In addition, females seem to have a more breathy voice than males [5].

Transgender with a gender-atypical voice often experience negative reactions by society, resulting in discrimination and prejudices [1]. It has been shown that the voice and the quality of life are correlated [6]. Therefore, transgender individuals often seek voice modification to have a gender-appropriate voice which corresponds to their new sex. While hormone therapy for female-to-male (FtM) transgender people often achieves a satisfactory male voice, it has almost no effect on the vocal folds and vocal tract of male-to-female (MtF) transgender people [7]. As such, MtF-transgenders often need further treatment, including voice therapy or surgical operation. However, quantifying the femininity or masculinity of an individual’s voice is difficult and there currently exists no tool to quantitatively assess or measure the treatment outcome w.r.t. the perceived gender of one’s voice.

A substantial amount of research has been conducted on determining which acoustic features are most salient to contribute to gender perception. In [8], Leung et al. reviewed studies concerning aspects of speech and the perceived gender of the speaker for the English language. The most studied acoustic feature in this context is \( f_0 \). A meta analysis revealed that \( f_0 \) explains 41.6 \% of the variance of the listeners perception in gender. However, even if the pitch is attributed a central part of the perceived gender of a voice, it cannot be the only cue in gender perception [3].

The second most investigated feature is the resonance property of the vocal tract, measured with the first four formant frequencies. It was reported that \( F_1, F_2, F_3 \) and \( F_4 \) are all related to gender perception of the voice [8]. However, most studies that investigated formant frequencies used either isolated vowels instead of continuous speech, or manipulated the formant frequencies of small speech samples, which must be considered cautiously, because these stimuli are not well suited to represent natural language.

Whereas a number of studies showed a relation between breathiness as a feature for voice quality and gender perception, its corresponding used acoustic measures (voiced turbulence index and difference of the level of first and second harmonic) showed mixed results [8]. Other aspects of speech, such as articulation and intonation, are believed to contribute to gender perception, but have not been investigated systemically, yet.

Additionally, many studies are based on a limited acoustic sample size. The average sample size in all considered studies according to [8] is 27, which is relatively small. Studies with a larger sample size (greater than 90) [9, 10, 11] only considered speech samples of cis-male and cis-female speakers and did not take other gender identities into account. Also, very few studies exist for the German language.

Almost all current studies are based on a correlation analysis between gender perception and acoustic features. Whereas automatic voice-based gender classification is routinely performed in human-computer interaction, there currently exists no model to describe the specific relation between different acoustic features and gender perception. In this paper we investigated the regression-based prediction of the femininity/masculinity of the voice. Therefore, we recorded 86 speakers, who were asked to read aloud a German standard passage. We used ratings re-
garding the perceived femininity/masculinity of the speech samples and automatically extracted acoustic features as training data for different regression models.

2. Method

2.1. Speech recordings

A total of 86 participants were recruited, including 17 transfemale, 34 male and 35 female individuals (age 18 to 77, all native German speakers) at the Charité - Universitätsmedizin Berlin. None of the participants reported speech disorders. Written informed consent was obtained from all participants as well as the experiment approval by the Ethical Board Committee of the Charité - Universitätsmedizin Berlin (request number EA4/065/21). All participants were asked to read aloud the phonetically balanced German standard text "Der Nordwind und die Sonne", while their speech signal was recorded in a quiet room with a distance-adjustable head microphone (XION medical) with a fixed distance of 30 cm between the microphone and the mouth, and with a sampling rate of 22050 Hz and a 32 Bit quantisation.

2.2. Listening experiment

The gender perception listening experiment was designed using Praat [12]. A 6-point Likert scale from 1 (very masculine) to 6 (very feminine) was chosen to evaluate the perceived gender of each speech sample, because this scale range provided most information as recommended by [13]. From the entire recordings of the standard test, three sentences in the middle were selected to reduce the length of the stimuli to approximately 19 s. The loudness of each stimuli was normalized to -23 LUFS according to the standard EBU-R128 [14] using pyloudnorm [15] which uses the recommended algorithm defined in ITU-R BS.1770 [2]. Loudness could therefore not be considered as a feature. All stimuli were presented twice and randomly arranged without playing the same stimuli in a row. A group of 28 laypersons (14 male, 14 female) and 13 experts (4 male, 9 female), including speech therapists, took part in the listening experiment. None of them reported any hearing difficulties. As a result, we obtained a total of 41 ratings of femininity/masculinity for each of the 86 speech samples. However, expert ratings were solely used to assess rater reliability and did not enter the model dataset.

2.3. Feature Extraction

Nine different acoustic features were extracted from the speech samples, including \( f_0 \), \( f_0 \) variation, harmonics-to-noise ratio (HNR), spectral tilt and slope, smoothed cepstral peak prominence (CPPS), Jitter, Shimmer and vocal tract length (VTL). For feature extraction parselmouth [16] was used.

**Pitch:** Mean \( f_0 \) as a measure of the the related pitch can be estimated with different methods like Praat To Pitch (ac) [17], STRAIGHT [18] or others. Praat's autocorrelation method is the state-of-the-art and suited for low-noise speech samples. To improve the quality of pitch detection, usually the minimum and maximum frequency of the pitch is determined depending on the sex of the speaker. However, in our case, no a priori knowledge about gender is assumed. \( f_0 \) determination is unreliable when no appropriate limits are set because of the large possible pitch range. As such, a two-step approach was taken [19]. In the first step, \( f_0 \) values were estimated with the limits of 50 Hz and 600 Hz. In the second step, we used the empirical range limits [19] of

\[
\begin{align*}
 f_{\text{min}} &= 0.75 \cdot q_1 \quad \text{and} \quad f_{\text{max}} = 1.5 \cdot q_3
\end{align*}
\]

based on the 1\textsuperscript{st} and 3\textsuperscript{rd} quartiles according to the \( f_0 \) values. The variation of \( f_0 \) as a measure of intonation was calculated in terms of the standard deviation of the \( f_0 \) samples.

**Resonance characteristic:** The voice’s resonance characteristic was measured in terms of the highly gender-specific VTL, defined along the midline from the glottis to the lips [20]. VTL was chosen over individual formants, because formant frequencies are correlated (which is an undesirable property for regression analysis) and because it reduced the number of features. The VTL \( \hat{L} \) can be approximated from the acoustic signal with

\[
\hat{L} = \frac{c}{4\Phi},
\]

where \( c \) is the velocity of sound and the parameter \( \Phi \) can be considered as a linear combination of formants \( F_1 \) to \( F_4 \) [20], described by

\[
\Phi = \beta_0 + \frac{\beta_1 F_1}{1} + \frac{\beta_2 F_1}{3} + \frac{\beta_3 F_3}{5} + \frac{\beta_4 F_4}{7}.
\]

The weights \( \beta_{0,1,2,3,4} \) were taken from Lammert et al. [20]. Automatic formant estimation was done with the linear predictive coding (LPC) method from Praat. Calculating the formant track for the whole speech sample lead to spurious results, since non-vowels were considered as well. To overcome major errors in formant calculation, the automatic segmentation tool WebMaus [21] was used and only formants in the central third of each vowel duration were considered. VTL was then averaged across the relevant time segments. The LPC method was configured to search for 5 formants in the frequency range [0, 5500] Hz with a window length of 25 ms.

**Voice quality:** The HNR was estimated with the short-term HNR analysis in Praat with default settings for voiced parts only. The estimated pitch contour was used to make a voiced-unvoiced-decision across the speech sample. For spectral parameters of voice quality, the slope and tilt were calculated with the long term average spectrum (LTAS) following the calculation in the acoustic voice quality index (AVQI) [22]. For the LTAS a bandwidth of 100 Hz was used. The tilt is defined as the decrease in the regression line of the LTAS. The slope is the ratio of average energy level between the bands of 0-1 kHz and 1-10 kHz [23]. The CPPS was well suited to describe the perceived breathiness in voice [24] and can be used for continuous speech. No voiced-unvoiced decision is needed for this feature. CPPS was obtained from the power cepstrum, which was subsequently smoothed. The CPPS was determined by calculating the difference of the peak and its corresponding value of the regression line through the cepstrum. Short time variation in period length (Jitter) and amplitude (Shimmer) in voiced parts were measured in local surroundings by calculating the perturbation quotient using five periods (PPQ and APQ respectively).

Figure 1 shows the extracted features of all speech samples and their corresponding average laypersons rating. Each histogram displays the distribution of the feature in the sample. No normal distribution can be assumed for the features. Since no major outliers were found, all acoustic features were min-max-normalised to a range from 0 to 1 for further regression analysis. The mean ratings were also normalized to a range from 0 (masculine) to 1 (feminine).
Figure 1: Scatter plots of extracted acoustic feature of the speech samples and the average laymen’s rating. The histograms indicate the distribution of the features.

2.4. Regression analysis

The purpose of the regression analysis was to find a mapping function \( f(x, y) \) to predict the degree of femininity, \( y \), i.e.,

\[
\hat{y} = f(x, w),
\]

with the (independent) input features \( x = (x_1, x_2, x_3 \cdots)^T \) and weights \( w = (w_0, w_1, w_2, \cdots) \). Three different regression models were compared: linear, nonlinear and decision tree regression. \( R^2 \) or adjusted \( R^2 \) (\( R^2_{adj} \)) are widely used as performance measure for regression [25]. It is known that \( R^2 \) is not well suited for nonlinear fits. Instead, other criterions like Akaike information criterion (AIC) are preferred [25]. However, the AIC is not defined for decision tree regression. Model evaluation was therefore performed using mainly the mean-squared-error (MSE), and compared to \( R^2_{adj} \) when applicable. Evaluations were performed with k-fold cross validation with varying fold sizes of \( k \in \{10, 20, 43, 86\} \). Cross-validated MSE was averaged across the used fold sizes.

Multiple linear regression was used as the baseline model. For feature selection, the lasso regularisation with L1-norm was computed, where the weight penalty \( \lambda \) was increased iteratively from \( 10^{-15} \) to 1. Using lasso regularisation, some weights \( w_j \) can become zero and the corresponding feature can be removed. The results of Lasso regularisation were compared with the approach of forward stepwise selection [26].

Visually inspecting the features in figure 1 already suggested that a nonlinear regression might be more suitable for this particular application. Specifically, the logistic sigmoid function in the form of

\[
\hat{y} = f(x, w) = \frac{1}{1 + \exp(-w_0 + \sum_{i=1}^{K} w_i \cdot x_i)}
\]

was assumed for the nonlinear mapping. Typically, logistic regression is used in binary response modelling for classification problems [27]. Here, we used the characteristics of the logistic regression function for a regression-based prediction of a continuous outcome. Feature selection in nonlinear regression is not as well explored compared to linear regression [28]. To find a subset of suitable features, we also performed a k-fold cross validation for every possible combination of \( N = 1, 2, \cdots, 9 \) features and measured the cross-validated MSE. The set of features with the best cross-validated MSE was chosen for the final model. When no significantly better MSE was achieved by an additional feature, fewer features were chosen to avoid the curse of dimensionality and overfitting.

For the decision-based regression (using the CART-algorithm [29]), hyperparameters were determined with an initial random search, followed by a more detailed grid search using scikit-learn [30]. Hyperparameters and their respective search interval were: max_depth: \([5, 6, 7, 8, 9]\), min_samples_leaf: \([1, 2, 3, 4]\), min_samples_split: \([3, 4, 5, 6, 7]\), max_features: \([4, 5, 6]\) and max_leaf_nodes: \([30, 40, 50, 60, 70]\).

3. Results

3.1. Rater reliability

Evaluating the reliability of the ratings obtained from the listening experiment is highly important. The question arises whether the data are a correct representation and allow reproducibility. The consensus of the ratings between different raters (inter-rater) and between one and the same rater on multiple repetitions of the stimuli (intra-rater) was evaluated. Krippendorff’s \( \alpha \) is a flexible method which can be used for an ordinal scale to measure rater reliability [31]. For the ratings of laymen, an inter-rater reliability of \( \alpha_{L,1} = 0.86 \) and an intra-rater reliability of \( \alpha_{L,2} = 0.91 \) was computed. The professional ratings show an inter-rater reliability of \( \alpha_{P,1} = 0.85 \) and an intra-rater reliability of \( \alpha_{P,2} = 0.93 \). Hence, all reliability results indicate strong to almost perfect reliability according to the interpretation of Cohen’s Kappa [32].

3.2. Correlation

Correlation coefficients give a first impression about the importance of the features. Correlational analysis was carried out using Spearman’s rank-order correlation coefficient \( r_s \), which can be used for monotonic nonlinear relations. The correlation between the mean laymen’s rating and the different extracted acoustic variables are shown in Table 1. \( f_0 \) and VTL correlate most with laymen’s rating. \( f_0 \) has a significant positive correlation \( (r_s = 0.91) \) and VTL has a significant negative correlation \( (r_s = -0.75) \). An additional correlation analysis between the acoustic features showed multicollinearity among them. The highest inter correlation was determined between HNR and Shimmer \( (r_s = -0.81) \), HNR and Jitter \( (r_s = -0.76) \), \( f_0 \) and Jitter \( (r_s = -0.75) \), \( f_0 \) and VTL \( (r_s = -0.68) \) and between \( f_0 \) and \( f_0 \) variation \( (r_s = -0.67) \).
Table 1: Spearman’s correlation coefficient $r_s$ for acoustic features and the gender-specific voice perception rating of lay participants ($p < 0.05$ indicates significance).

<table>
<thead>
<tr>
<th>Feature</th>
<th>$f_0$</th>
<th>$\text{Var}(f_0)$</th>
<th>HNR</th>
<th>Slope</th>
<th>Tilt</th>
<th>CPPS</th>
<th>PPQ</th>
<th>APQ</th>
<th>VTL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spearman’s $r_s$</td>
<td>0.91</td>
<td>0.56</td>
<td>0.67</td>
<td>0.23</td>
<td>0.06</td>
<td>0.48</td>
<td>-0.69</td>
<td>-0.65</td>
<td>-0.75</td>
</tr>
<tr>
<td>p-value</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.036</td>
<td>0.601</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

3.3. Model evaluation

The results of the regression analysis are presented in Table 2, displaying the performance by averaged cross-validated MSE and $R^2_{adj}$, and the selected features.

Linear regression with lasso regularisation and forward stepwise selection yielded the same results for feature selection, with only $f_0$ and VTL remaining. The specific regression coefficients were calculated using all laymen’s ratings for training, resulting in the equation:

$$ \hat{y} = 0.175 + 1.037 \cdot f_0 - 0.277 \cdot VTL. \quad (6) $$

In logistic regression, the feature selection resulted in a feature subset of $\{f_0, \text{CPPS}, \text{PPQ} \text{ and VTL}\}$, and training using all data yielded in the equation:

$$ \hat{y} = \frac{1}{1 + \exp(-\phi)} \cdot (7) $$

with $\phi = -3.502 + 6.900 \cdot f_0 + 1.078 \cdot \text{CPPS} + 2.509 \cdot \text{PPQ} - 2.274 \cdot VTL$. Feature importance was also calculated for decision-based regression, leading to the selection of $f_0$, CPPS and VTL as final features.

With respect to $R^2_{adj}$, the best model fit was found for decision tree regression. In terms of the MSE, however, logistic regression performed best. We performed a model selection based on MSE, since k-fold cross-validation tests on unseen data. Figure 2 shows a scatter plot of predicted ratings $\hat{y}$ with logistic regression and the averaged laymen’s ratings $y$.

Table 2: Regression evaluation: averaged cross-validated MSE, $R^2_{adj}$ and selected features.

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE</th>
<th>$R^2_{adj}$</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>0.0173</td>
<td>0.88</td>
<td>$f_0$, VTL</td>
</tr>
<tr>
<td>Logistic</td>
<td><strong>0.0137</strong></td>
<td><strong>0.92</strong></td>
<td>$f_0$, CPPS, PPQ, VTL</td>
</tr>
<tr>
<td>Decision tree</td>
<td>0.0230</td>
<td><strong>0.93</strong></td>
<td>$f_0$, CPPS, VTL</td>
</tr>
</tbody>
</table>

3.4. Follow-up evaluation for the clinical use case

The model evaluation was done taking both cis- and transgender data into account. The low cross-validated MSE is expected to be caused by the cisgender data influencing the interpretation for clinical application and possibly overestimating model performance. Specifically, the question arises what error is produced by testing on transgender data only. This is why we performed an additional assessment, using the best-performing model, the logistic regression. In a first experiment, we took the cisgender data for feature selection and training, and subsequently tested on all (unseen) transgender samples, investigating if cisgender data can be used to effectively “anchor” the sigmoid model function on cisgender data only. We calculated an arguably more refined approach would be to omit averaging, use a mixed model and treat the listeners as a random factor.

4. Discussion and outlook

The results of the correlation analysis and the regression analysis revealed that the pitch- and the resonance-related features are most important for gender-specific perception, which is supported by current literature [8]. Additionally, features of voice quality also contribute significantly.

The root-mean-squared-error (RMSE, calculated from the MSE) indicates the average prediction error, with logistic regression having an RMSE of 0.117. Considering the range from 0 to 1, the model predicts quite well. For the clinical application, where only transgender voices are taken into account as test data (nested LOOCV), the RMSE of 0.2229 showed a less precise prediction. Also, for logistic regression, the gradient and steepness is highest in the transition region, where most transgender voices are located. As such, deviations in feature extraction will impact the estimation error most. The visualisation of features in Figure 1 and the scatter plot in Figure 2 show that ratings in the mid-range are less represented, compared to ratings around 1-2 and 5-6. Although the number of transgender speech samples is relatively large, compared to previous studies, it still remains under-sampled. As such, our experimental results present a proof-of-concept, an even larger database of speech samples would be necessary for actual clinical use. As for model development, we deliberately chose to average the ratings into a single continuous score for each speech sample.
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